Estimate space as a 2D CCA projection
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MNote that the pairwise similarity graph between estimates inside clusters
is amitted if the average intra-cluster similarity is above 0.90

Figure S1.Similarity graph of the components output from ICFG

Convex hulls represent estimate-clusters.
Compact and isolated clusters suggest reliable estimates
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Figure S2.An example of the noise component. (A) spatial miaihe component. (B) spectrum
of the corresponding time course. The time cowssitominated by high frequency fluctuations.



B

003
0.025

£ onis

0.m

0.005

Figure S3.An example of the ICN component. (A) spatial maphaf component. (B) spectrum
of the corresponding time course. The time cowssikominated by low frequency fluctuations.
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Figure S4.Graph metrics of time-varying functional brain cewtivity (over 131 time-windows;
X is the index of time windows).
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Number of Connectivity States

Figure S5.Variance of the three graph metrics across 131 windows as a function of number
of connectivity states for HCs and SZs. The figumesscatter plots, each dot represents a
subject.



Figure S6(A). Organization of brain components and color battlierfollowing [Figure S2(B)]
pictures about structures of brain connectivitytestain each subject. (AUD: auditory; SM:
somatomotor; VIS: visual; CC: cognitive control; Diefault mode; CB: cerebellar)



Figure S6(B) (below).
Below are structures of brain connectivity statasd2 healthy controls
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Below are structures of brain connectivity statasd2 patients with schizophrenia
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Figure S7below). Modular organization of the matrix Scssécond level analysis shows that
the correlation matrix [Scsst(554 x 554)] of thedaloconnectivity strength of 554 first level
connectivity states has only one highly correlatextiule.



Figure S8.Structure of the stationary functional connecyiggimilarity S matrix) between 41
intrinsic connectivity networks (ICNs) from 90 bmasomponents. ICNs were divided into
groups and arranged based on their anatomicaluanatidnal properties. Functional connectivity
is averaged over all subjects in each group. (Abllitory; SM: somatomotor; VIS: visual; CC:
cognitive control; DM: default mode; CB: berebellar

Figure S9. Structure of the stationary functional connecyiimilarity S matrix) between 53

intrinsic connectivity networks (ICNs) from 110 bracomponents. ICNs were divided into
groups and arranged based on their anatomicaluaatidnal properties. Functional connectivity
is averaged over all subjects in each group. (ABitory; SM: somatomotor; VIS: visual; CC:
cognitive control; DM: default mode; CB: berebellar



Figure S10.Modular organization of the matrix Scsst when dd@fgcomponents analysis.

Figure S11.Modular organization of the matrix Scsst when ddidg components analysis.



Figure S12. Number of significant (FDR correction, P < 0.05)retations in the 48 x 48
functional connectivity matrix as a function of g#mvindow length. The number of significant
correlations increases with an increase in thetkeafjtime-window.



Figure S13.Time series of graph metrics (CS: connectivityrggth; CC: clustering coefficient;
GE: global efficiency) for different time-windowrlgth, 20 TR (A), 40 TR (B), and 60 TR (C).
As time-window length is increased, the dynamieslass evident.



Figure S14.Modular organization of the matrix Scsst when ddBgrR length analysis.

Figure S15.Modular organization of the matrix Scsst when d@0gTR length analysis.



Figure S16.Modular organization of the matrix Scsst (276 %$R@f HCs (left) and Scsst(278 x
278) of SZs (right).



